Abstract - A new magnetic field equation exhibiting dynamic hysteresis loops is proposed. Based on this magnetic field equation, a system of two-dimensional magnetic circuit equations taken into account the dynamic hysteresis loops is derived by the method of magnetic circuits. By means of magnetic power invariant transformation, a system of two-dimensional magnetic circuit equations is transformed into a system of three-dimensional magnetic circuit equations. This system of three-dimensional magnetic circuit equations is discretized in time by a finite difference method. A system of three-dimensional magnetic circuit equations discretized in time is solved by a simple integration method using a relaxation parameter. As an example, a system of three-dimensional magnetic circuit equations of a simple saturable reactor is derived. Also, the numerical solutions of dynamic hysteresis loops in a saturable reactor are presented together with those of experimental results.

Introduction

With the development of modern computers, numerical methods became available to calculate the magnetic fields in electromagnetic devices. Since the iron parts in electromagnetic devices constitute the major magnetic flux paths, the magnetization characteristic of iron becomes of paramount importance in calculating the magnetic fields in electromagnetic devices. The magnetization characteristic of iron is essentially nonlinear, and is classified into two properties: one is the magnetic saturation, and the other is the magnetic hysteresis. Particularly, in these magnetization properties, the magnetic hysteresis plays an important role in the magnetic field distributions in electromagnetic devices.

The major aim of this paper is to derive the simplest empirical magnetic field equation exhibiting dynamic hysteresis, and to develop the theory of magnetic circuits as a means of solving the three-dimensional magnetic field problems in electromagnetic devices. As a concrete example, a system of three-dimensional magnetic circuit equations of a simple saturable reactor is derived, taking into account the eddy currents as well as dynamic hysteresis loops. Also, the numerical solutions of dynamic hysteresis loops in a saturable reactor are presented together with those of experimental results.

Magnetic Field Equation Exhibiting the Dynamic Hysteresis Loops

Figure 1(a) shows a typical magnetic hysteresis loop. When we consider an arbitrary point \( B_B, H_B \) in Fig. 1(a), then it is possible to consider that the magnetic field intensity \( H_B \) is composed of two magnetic field intensities \( H_B^0 \) and \( H_B^0 \) that is

\[
H_B = H_B^0 + H_B^0 \tag{1}
\]

The relationship between the magnetic field intensity \( H_B \) and magnetic flux density \( B_B \) is assumed to take the following form:

\[
H_B = (1/I)B_B \tag{2}
\]
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where \( I \) denotes the magnetic permeability of iron.

When the permeability \( I \) is introduced into (2) as a function of the magnetic field intensity \( B_B^0 \) or magnetic flux density \( B_B^0 \), then (2) represents the magnetic saturation property of iron. Therefore, the remaining term \( H_B^0 \) has to represent the dynamic hysteresis property. Therefore, at least, the magnetic field intensity \( H_B^0 \) has to satisfy the following conditions: (1) when the magnetic flux density \( B_B^0 \) is increasing from \( -B_B^0 \) to \( +B_B^0 \), then \( H_B^0 \) must take the positive values. (2) When the magnetic flux density \( B_B^0 \) is decreasing from \( +B_B^0 \) to \( -B_B^0 \), then \( H_B^0 \) must take the negative values. (3) When the magnetic flux density \( B_B^0 \) reaches to the positive or negative maximum value \( \pm B_B^0 \), then \( H_B^0 \) must die out, and (4) the area bounded by the hysteresis loop must be equivalent to the hysteresis loss energy per unit volume. Figure 1(b) shows the relationship between the magnetic field intensity \( H_B^0 \) and time derivative of magnetic flux density \( B_B^0 \). By considering the above conditions (1-4) and Figs. 1(a) and 1(b), it is possible to assume that the magnetic field intensity \( H_B^0 \) depends on the rate of change of magnetic flux density \( B_B^0 \) in time, that is

\[
H_B^0 = (1/I)\frac{dB_B^0}{dt} \tag{3}
\]

where the hysteresis coefficient \( I \) is introduced to relate \( B_B^0 \) and \( B_B^0 \), and has the unit of ohm per meter. The magnetic hysteresis loss power \( P_L \) (watt per volume) at a point \( B_B, H_B \) in Fig. 1(a) is given by

\[
P_L = B_B \frac{dB_B}{dt} = \frac{1}{I} \frac{dB_B^0}{dt} \tag{4}
\]

as means of (1)-(3), the magnetic field equation exhibiting the dynamic hysteresis loops is assumed to take the following form:

\[
P_L = B_B \frac{dB_B}{dt} = \frac{1}{I} \frac{dB_B^0}{dt} \tag{4}
\]
\[ E = \frac{d\Phi}{dt} = \frac{d}{dt} \iint_{S} B \cdot \hat{n} \, dS \]  
\(\text{(5)}\)

\(E\) exhibits many typical hysteretic characters such as the presence of minor loops and decrease in area bounded by the loop with frequency, because (5) is essentially similar in form to those of Champ and Ohl [1-3].

When we consider the peak point \((B_{0}, H_{0})\) in Fig. 1(a), then the permeability \(\mu\) can be calculated by \(\frac{d}{dH} \frac{d\Phi}{dt}\), because the time derivative of magnetic flux density \(B\) in Fig. 1(a) is reduced to zero at this point \((B_{0}, H_{0})\) in Fig. 1(a). Also, the hysteresis coefficient \(C\) can be calculated by \(\frac{d}{dH} \frac{d\Phi}{dt}\), because the magnetic flux density \(B\) in Fig. 1(a) is reduced to zero at this point \((B_{0}, H_{0})\) in Fig. 1(a). Similarly, the permeabilities and hysteresis coefficients in the other points can be obtained, and their curves construct the magnetization curves as shown in Fig. 1(c).

THEORY OF MAGNETIC CIRCUITS IN TWO-DIMENSIONAL FIELDS

Consider the region bounded by the contour \(\partial S\) in Fig. 2(a), it is possible to write the fundamental relation between the magnetic field intensity \(B\) and current density \(J\), as

\[ \iint_{S} B \cdot \hat{n} \, dS = \oint_{\partial S} J_{x} \, ds \]  
\(\text{(6)}\)

where \(ds\) denotes the infinitesimally small distance along the contour \(\partial S\), \(\partial S\) is the surface area bounded by the contour \(\partial S\), and \(n\) is the unit normal vector on the infinitesimally small area \(dS\). Moreover, subdivisions 1,2,3,4 refer to the mesh points in Fig. 2(a). The right-hand term in (6) is equivalent to the current \(i_{1}\) flowing through the surface \(\partial S\).

\[ i_{1} = \oint_{\partial S} J_{x} \, ds \]  
\(\text{(7)}\)

By considering (7), (8), the left-hand term in (6) is rewritten by

\[ \iint_{S} B \cdot \hat{n} \, dS = \oint_{\partial S} J_{x} \, ds + \iint_{S_{0}} B \cdot \hat{n} \, dS \]  
\(\text{(8)}\)

In order to apply the method of magnetic circuits to the magnetic field regions in Fig. 2(a), it is assumed that the current \(i_{1}\) in (7) is not uniformly distributed on the surface \(\partial S\), but concentrated on the conductor with infinitesimally small cross-sectional area located at each of the mesh points. Due to the nonlinear magnetization characteristic of iron, it is assumed that the permeability \(\mu\) as well as hysteresis coefficients \(C\) in (8) may take different values with respect to the positions. Moreover, it is assumed that the magnetic field intensity \(H\) and magnetic flux density \(B\) along the contour \(\partial S\) in Fig. 2(a) may take different values, but the magnetic flux which takes the paths along the contours \(\partial S_{1}, \partial S_{2}, \partial S_{3}, \partial S_{4}\) may take a constant value. With those assumptions, the magnetic fields in Fig. 2(a) may be calculated for a modified form in the regions as shown in Fig. 2(b). In Fig. 2(b), let \(x, y, x_{1}, y_{1}\) denote the loop magnetic fluxes, and let \(E_{x}\) denote the external impressed voltage in the direction of the \(x\)-axis. The current \(i_{1}\) in (7) and the right-hand term in (8) are rewritten by

\[ i_{1} = \frac{1}{\mu_{1}} [E_{x} - (\partial / \partial x) \Phi_{x}] \]  
\(\text{(9)}\)

\[ \frac{f(x, y)}{\partial x} + \frac{f(x, y)}{\partial y} = \frac{1}{1 + \beta_{y} / \beta_{x}} \frac{\phi_{x}}{1 + \beta_{x} / \beta_{y}} + \frac{\phi_{y}}{1 + \beta_{x} / \beta_{y}} \]  
\(\text{(10)}\)

where \(\beta_{x}\) is the electric resistance defined in the direction of the \(x\)-axis; \(\beta_{y}\) and \(\beta_{y}\) are respectively the magnetic resistance and hysteresis parameter defined along the contour \(\partial S_{0}\) as shown in Fig. 2(c). The magnetic resistance calculations with various geometrical shapes are described in [9]. By considering (10), it is found that the parameter which depends on the geometrical shape is common to \(\beta_{x}\) and \(\beta_{y}\). Therefore, the hysteresis parameters with various geometrical shapes are calculated in much the same way as the magnetic resistance. Also, the electric resistance in (9) is calculated in much the same way as the magnetic resistance, because the definition of electric resistance with respect to the geometrical shape is similar to the definition of magnetic resistance (6-15).

By means of (7), (20), the two-dimensional magnetic circuit equation is formally written by

\[ \sum \frac{1}{\mu_{1}} e_{1} + \frac{f(x, y)}{\partial x} \left( \sum \frac{1}{\mu_{1}} e_{1} + \sum \frac{f(x, y)}{\partial y} \right) = \frac{1}{1 + \beta_{y} / \beta_{x}} \frac{\phi_{x}}{1 + \beta_{x} / \beta_{y}} + \frac{\phi_{y}}{1 + \beta_{x} / \beta_{y}} \]  
\(\text{(11)}\)

The Appendix shows that (11) is one of the finite difference equations.
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(a) GENERAL 2-D MAGNETIC FIELDS.

(b) UNIFIED 2-D MAGNETIC FIELDS.

(c) UNIFIED PARAMETER REPRESENTATION.

(d) DETAILS OF MAGNETIC CIRCUITS.

Fig. 2. Two-dimensional fields.

For computational convenience, it is preferable to assume that the region which encloses each of the mesh points in Fig. 2(b) has the distinct permeability and hysteresis coefficient. Thereby, it is assumed that the magnetic fields in Fig. 2(a) may be calculated from the magnetic circuits shown in Fig. 2(d). Let \(F_{x}\) denote the external impressed force between the node a and b in Fig. 2(d), then it is possible to write the following relations:

\[ \begin{align*}
\phi_{x} & = \phi_{x,0} + \phi_{x,f} = \frac{1}{1 + \beta_{y} / \beta_{x}} \left( \frac{F_{x}}{\mu_{0}} - \frac{1}{\mu_{1}} e_{1} \right) + \frac{1}{1 + \beta_{x} / \beta_{y}} \left( \frac{F_{y}}{\mu_{0}} - \frac{1}{\mu_{1}} e_{1} \right) \\
\phi_{y} & = \phi_{y,0} + \phi_{y,f} = \frac{1}{1 + \beta_{y} / \beta_{x}} \left( \frac{F_{x}}{\mu_{0}} - \frac{1}{\mu_{1}} e_{1} \right) + \frac{1}{1 + \beta_{x} / \beta_{y}} \left( \frac{F_{y}}{\mu_{0}} - \frac{1}{\mu_{1}} e_{1} \right)
\end{align*} \]

where \(\phi_{x,0}, \phi_{y,0}\) are shown in Fig. 2(c) and \(\phi_{x,f}, \phi_{y,f}\) are shown in Fig. 2(d). When the time derivatives of directed magnetic fluxes \(\phi_{x}, \phi_{y}\) are given by
\[ \frac{d^2 v}{dt^2} = \frac{R}{L} \frac{dv}{dt} - \frac{1}{LC} \int i dt \]

then the magnetic impedance between the node a and b in Fig. 2(c) can be similarly represented in terms of the circuit parameters in Fig. 2(d) as

\[ R = \frac{R_a R_c}{R_a + R_c} \]

The other circuit parameters in Fig. 2(c) can be similarly represented in terms of the circuit parameters in Fig. 2(d).

When we consider that the diverted magnetic flux depends only on the magnetic resistances \( R_a, R_c \) in Fig. 2(d), then the magnetic field energy \( \mathcal{W}_B \) stored in the magnetic resistances \( R_a, R_c \) is given as \( \mathcal{W}_B = \frac{1}{2} R_a E_a^2 + \frac{1}{2} R_c E_c^2 \). Similarly, the magnetic field energies \( \mathcal{W}_B \) in the magnetic resistances \( R_a, R_c \) in Fig. 2(d) can be obtained in much the same way as \( \mathcal{W}_B \). By adding these magnetic field energies, the total magnetic field energy \( \mathcal{W}_B \) stored in the region taking the permeability \( \mu \) in Fig. 2(b) is given by

\[ \mathcal{W}_B = \frac{1}{2} \mu \int \left( \frac{E_a^2}{R_a} + \frac{E_c^2}{R_c} \right) dx \]

where \( \mu \) denotes the volume of the region taking the permeability \( \mu \) and hysteresis coefficient \( B \) in Fig. 2(b). By means of (16), it is possible to determine the permeability \( \mu \) as a function of the magnetic field intensity \( B \).

By means of (10), the hysteresis power dissipated in the hysteresis parameter \( B \) is given as \( \frac{1}{2} \mu \left( \frac{E_a^2}{R_a} + \frac{E_c^2}{R_c} \right) dx \). Similarly, the hysteresis powers \( \frac{1}{2} \mu B \) dissipated in the hysteresis parameters \( B_a, B_c \) in Fig. 2(d) can be obtained in such a way as \( B_a \) and \( B_c \). The hysteresis power dissipated in the magnetic field intensity \( \frac{1}{2} \mu \left( \frac{E_a^2}{R_a} + \frac{E_c^2}{R_c} \right) dx \) in the hysteresis component \( \frac{1}{2} \mu B \) in Fig. 2(d) is obtained in such a way as \( B_a \) and \( B_c \).

THEORY OF MAGNETIC CIRCUITS IN THREE-DIMENSIONAL FIELDS

Most electromagnetic devices consist of conductors wires around an iron core, in order to minimize the magnetic field energy stored in the iron core, the eddy currents in the iron core flow in a direction opposite to the exciting current. The magnetic flux which passes through the path parallel \( \omega \) the current-carrying coil can be neglected, therefore, it is preferable to consider the solid element as shown in Fig. 2.(a). The permeability and hysteresis coefficient of this solid element \( \mu \) is determined from the magnetic field intensities in the radial and in the tangential directions. Also, the central portion of the solid element in Fig. 2(a) is one of the solid elements; the permeability and hysteresis coefficient of this element become the functions of magnetic field intensities in the tangential direction, because the magnetic resistance in the radial direction reaches an infinitely large value.

For simplicity, it is preferable to consider a concrete example. One of the simplest examples of electromagnetic devices is the saturable reactor as shown in Fig. 2(b). This saturable reactor is divided into \( R_a, R_c \) parts in the radial direction and \( B_a, B_c \) parts in the tangential direction, taking into account the region containing air. Theoretically, the magnetic field calculation of the saturable reactor is reduced to evaluate the \( \mu \) and \( \mathcal{W}_B \) in the magnetic circuit. Moreover, it is assumed that each of the exciting and search coils takes a distinct solid element which is similar in shape to the solid element shown in Fig. 2(a), and that no magnetic flux flows out of the boundary regions. The system of magnetic circuit equations is preferably expressed in matrix notation involving the externally impressed magnetic flux vector \( F(t) \), magnetic impedance matrix \( Z(t) \) and magnetic flux vector \( \phi(t) \). After introducing the relationship between the number of turns of coil and magnetic flux linkages into (1), and rearranging, the system of magnetic circuit equations is expressed by

\[ F(t) = Z(t) \phi(t) \]

where each of the matrices including the notation \( t \) is composed of the time varying elements. For notational convenience, let the subscript 1 refer to the quantities relating to the exciting coil. The magnetic flux vector \( \phi(t) \) which is a column matrix of order \( M \) is written by

\[ \phi(t) = [\phi_1(t), \ldots, \phi_M(t)]^T \]

where the superscript T denotes the transpose of the matrix. The externally impressed magnetic flux vector \( F(t) \) involves the externally impressed voltage vector \( V(t) \), electric conductance matrix \( G \) and winding matrix \( W \), that is

\[ F(t) = W V(t) \]

The externally impressed voltage vector \( V(t) \) is a column matrix of order \( N \), viz.

\[ V(t) = [v_1(t), \ldots, v_N(t)]^T \]

where \( v_1, \ldots, v_N \) denotes the externally impressed voltage. The electric conductance matrix \( G \) and winding matrix \( W \) are the diagonal matrices of order \( M \), that is

\[ G = \begin{bmatrix} g_1 & 0 & \cdots & 0 \\ 0 & g_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & g_M \end{bmatrix}, \quad W = \begin{bmatrix} w_1 & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \end{bmatrix} \]

With the above considerations, the magnetic field intensity \( B(t) \) is written as

\[ B(t) = \begin{bmatrix} b_1(t) \\ \vdots \\ b_M(t) \end{bmatrix} \]

where the number of the quantities \( b_1, \ldots, b_M \) is equal to the number of the magnetic flux linkages, and the components \( b_1, \ldots, b_M \) are the functions of time varying elements.
where \( z_1, z_2 \) are respectively the electric resistance related to the loop magnetic fluxes \( z_1, z_2 \), \( R_0 \) denotes the number of turns of the exciting coil.

The magnetic impedance matrix \( Z[k] \) consists of the magnetic resistance matrix \( R[k] \), hysteresis parameter matrix \( S[k] \), electric conductance matrix \( G \) and winding matrix \( W \), viz.

\[
Z[k] = S[k] + (G[k] + W[k])/d[k] \tag{23}
\]

where

\[
R[k] = \begin{bmatrix}
R_1 & -R_2 \\
R_2 & -R_2
\end{bmatrix}
\]

\( R[k] \) is SYMMETRIC \[ R[k] \]

\[
S[k] = \begin{bmatrix}
S_1 & -S_2 \\
S_2 & -S_2
\end{bmatrix}
\]

\( S[k] \) is SYMMETRIC \[ S[k] \]

where the elements \( R_1, R_2, R_0 \) in (24) and \( S_1, S_2, R_0 \) in (25) are easily obtained from the magnetic circuits in Fig. 3(b). When we compare the magnetic circuits in Fig. 3(b) with (17)-(25), then it is found that the loop magnetic fluxes \( \phi_{1p} \) shown by dotted lines in Fig. 3(b) must be taken into account in the calculation of magnetic fluxes to satisfy the condition of minimum number of network equations [4]. Since the loop magnetic flux \( \phi_{1p} \) in Fig. 3(b) is physically flowing toward the tangential direction on the center of the radial direction, we can find the following relationship:

\[
\theta[k] = C^2\phi[k] \tag{26}
\]

where superscript \( c \) refers to the three-dimensional quantities, and \( C^2 \) is the magnetic flux connection matrix which is a rectangular matrix with \( M \) rows and \( M^2 \) columns, that is

\[
C^2 = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 1 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1
\end{bmatrix}
\]

(27)

By means of the magnetic power invariant transformation method [5], the system of three-dimensional magnetic circuit equations is derived by

\[
\phi^2[k] = C^2\phi[k] = \bar{\phi}^2[k] \tag{28}
\]

where

\[
\bar{\phi}^2[k] = C^2(\phi[k] + (\bar{\phi}^2[k]/\bar{\phi}^2[k]) \phi[k]) \tag{29}
\]

where \( \phi^2[k] \) is the magnetic power invariant transformation method.

In order to discretize the time differential terms in (29), a finite difference method is applied to (28), that is

\[
\phi^2[k] = \phi^2[k] + (\Delta \phi^2[k] + (1-\Delta \phi^2[k]))(\bar{\phi}^2[k] - \phi^2[k])/(2\Delta t) \tag{30}
\]

where

\[
\phi^2[k] = a\phi^2[k] + b\phi^2[k] + c\phi^2[k] + d\phi^2[k] \tag{31}
\]

The parameter \( a \) is (30), (31) can be chosen arbitrarily e.g. \( a_0, a_1, a_2 \), \( a_0, a_1, a_2 \), \( a_0, a_1, a_2 \).

To evaluate the magnetic flux vector \( \phi^2[k] \) from (30), an iteration method using a relaxation parameter \( \omega \) is applied to (30). As shown in Fig. 4, the relaxation parameter \( \omega \) is sequentially determined in every complete iteration.

\[
\phi^{(n+1)}[k] = \omega \phi^{(n)}[k] + (1 - \omega) \phi^2[k] \tag{32}
\]

\( \omega \) is the relaxation parameter \( \omega \) is determined by the following assumptions:

\[
1 \leq \omega \leq 2 \tag{33}
\]

\[
\omega = \bar{\omega} \tag{34}
\]

where \( \bar{\omega} \) means that the mean percentage error \( e \) for entire solutions is a function of \( \omega \). When the relaxation parameter \( \omega \) which satisfies the condition of (32) is selected to the most suitable value, then the error \( e = \phi^2[k] - \phi^2[k] \) reduces to

\[
e = \phi^2[k] - \phi^2[k] \leq \bar{\omega} \tag{35}
\]

The term \( \phi^2[k] \) in (34) is replaced by the divided difference, therefore, it is possible to determine the most suitable relaxation parameter in every complete iteration [4].

NUMERICAL SOLUTIONS

The theory of magnetic circuits is applicable to the magnetic field calculations of all electromagnetic devices. In order to demonstrate the dynamic hysteresis loop as well as eddy currents in an iron core, this paper examines the magnetic fields of a simple saturable reactor as an example.

Figure 5 shows the magnetization curves used in the calculations. In carryout the magnetic field computations of the saturable reactor, the magnetization curves of iron are introduced by the linear interpolations.

First, the parameter \( a \) and \( b \) in (30), (31) are respectively determined as \( a_0, a_1, a_2 \), \( a_0, a_1, a_2 \), \( a_0, a_1, a_2 \), \( a_0, a_1, a_2 \), and the numerical tests when the convergence and accuracy
Table 1. Various constants used in the calculations.

| Number of Subdivisions in Radial Direction | 6 |
| Limit of Dispersion-Y | 0.1 Percent |
| Number of Subdivisions in Tangential Direction | 8 |
| Inner Radius of Iron Core | 0.04 [m] |
| Limit of Dispersion-Z | 0.04 [m] |
| Outer Radius of Iron Core | 0.05 [m] |
| Thickness of Iron Core | 0.01 [m] |
| Thickness of Exciting and Search Coils | 0.002 [m] |
| Number of Turns of Exciting Coil, 3-D Model | 400 |
| Number of Turns of Search Coil, 3-D Model | 200 |
| Electric Resistance of Exciting Coil | 4.2 [Ohm] |
| Electric Resistance of Exciting Coil, 3-D Model | 4.3 [Ohm] |
| Electric Resistance of Exciting Coil, 1-D Model | 6.2 [Ohm] |
| Conductivity of Iron Core | 1.00 [12/100] |

of the solutions are taken into account.

Second, in order to check the accuracy of the mag- netization curves of Fig. 5, comparisons of the experi- mental and computational results are carried out for the one-dimensional model. When we assume that the region containing air is divided into Np parts in the radial direction while the region containing iron is not divided in the radial direction, and that the loop magnetic fluxes which are flowing through the path con- taining air can be neglected, then the magnetic circuit shown in Fig. 3(b) is reduced to the one-dimen- sional model. The magnetization curves of Fig. 5 were measured from this one-dimensional model. The iron core of this one-dimensional model was constructed from laminated steels to suppress the eddy currents. Also, the exciting and search coils of this model were alternatively arranged to reduce the leakage magnetic fluxes from the iron core. As shown in Fig. 6. fairly good agreements between the experimental and computa- tional results are obtained under the steady state as well as transient state conditions.

Third, comparisons of the experimental and computa- tional results were made for the three-dimensional model with laminated core. These results are shown in Fig. 7. Since the experimental model produced the results in Fig. 7 was constructed from laminated steels, the experimental model did not rigorously correspond to the computational model. For example, the cross-sectional area of the experimentally used iron core is about 10 percent greater than those of the iron core used in the calculations. This means that

[Diagram of Magnetization Curves]

Fig. 5. Magnetization curves used in the calculations.

[Diagram of Experimental and Computational Results]

Fig. 6. One-dimensional model.

the magnetic fluxes obtained from the experimental model may take the greater values when compared with those of computed values. Moreover, the laminated core of the experimental model essentially makes the magnetization characteristics of iron anisotropically in direction, but it is assumed that the magnetization characteristics of iron used in the calculations are the isotropic properties. Therefore, the discrepancies between the experimental and computational results in Fig. 7 are not necessarily small values compared with those of Fig. 6.

Finally, comparisons of the experimental and computa- tional results were made for the three-dimensional model with solid iron core. Since the experimental model in this case rigorously corresponds to the compu- tational model, as shown in Fig. 6, fairly good agree- ments between the experimental and computational re- sults are obtained.

When we consider the results in Figs. (7, 8), then it is obvious that the dynamic hysteresis loops are considerably dominated by the eddy currents.

CONCLUSION

As shown above, in this paper, a new magnetic field equation exhibiting the dynamic hysteresis loops has been proposed. An example, the three-dimensional dynamic hysteresis loops in a simple saturable reactor has been classified. The operation count required for the result in Fig. 8(d) was about 5 minutes on the computer NCR-6/COMPEND 700 at the Computer Center of Nihon University.
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APPENDIX

Basic equations governing the electromagnetic fields are generally written by

\[ \text{VOL} = J, \]

\[ \text{VOL} = s \frac{\partial \text{A}}{\partial t}, \]

\[ J = \text{A}, \]

\[ \text{VOL} = B, \]

where \( J, \text{A}, \rho \) are respectively the current density, electric flux density, vector potential and conductivity of the material. By combining (A.1) with (5), it is possible to obtain

\[ \text{VOL} = \left( s \frac{\partial}{\partial t} \right) \left( \frac{\partial \text{A}}{\partial t} \right) = \rho \left( \frac{\partial}{\partial t} \right) \left( \frac{\partial \text{A}}{\partial t} \right), \]

where \( \text{E} \) is the externally imposed electric field intensity. For simplicity, let consider the two-dimensional rectangular coordinate system, then (A.2) reduces to

\[ \text{VOL} = \text{E} \frac{\partial^2 \text{A}}{\partial x^2} + \text{E} \frac{\partial^2 \text{A}}{\partial y^2}, \]

where \( \text{E}, \text{A} \) are respectively \( x \) and \( y \) components of the vector potential and \( \text{E} \) is the externally imposed electric field intensity. With \( \text{E} \) denoting the mesh spacing in \( x \) and \( y \) direction, (A.3) is replaced by the following magnetic circuit equation

\[ \sum \left( \frac{-1}{\mu_{0} \mu_{r}} \right) \frac{1}{s_{i} s_{i+1}} s_{i} s_{i+1} = \frac{\partial}{\partial t} \left( \frac{\partial \text{A}}{\partial t} \right), \]

where \( q \) denotes the unit length in the direction of axis: \( q_{x}, q_{y}, q_{z} \), \( 3 \times 3 \); and \( q_{x} \) \( 3 \times 3 \). By considering (A.4), it is revealed that (A.4) is one of the finite difference equations.

REFERENCES